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Abstract

Data security is a critical issue for many organizations. Sensitive data must be protected from both inside and outside attackers. Access control policies and related mechanisms have been used for several decades to prevent unauthorized users from accidentally or deliberately extracting sensitive information. However, access control mechanisms alone cannot ensure the security of a database. An authorized user might invoke a sequence of queries, each of which is under his privileges, but whose results can be combined to infer some additional information about the data. Various “inference control” methods have been developed in the past to prevent users from inferring sensitive information through a sequence of queries. Private inference control provides privacy properties to both database owners and users making queries. It protects the database owner by limiting access to the data according to a specified inference control policy, but also to protect the user by preventing the database owner from learning anything about the user’s queries.

In this paper, we study private inference control for aggregate queries, such as those provided by statistical databases or modern database languages, to a database in a way that satisfies both privacy requirements and inference control requirements. For each query, the client learns the value of the function for that query if and only if the query passes a specified inference control rule. The server learns nothing about the queries, and the client learns nothing other than the query output for passing queries. We present general protocols for aggregate queries with private inference control. We also present more efficient protocols for two important types of aggregate query: SUM and COUNT.

1 Introduction

There is a long-standing tension between the desire to use data for various purposes and the desire to protect the security and privacy associated with data. A compromise that is reasonable in many settings is the idea that personal information about a single individual is sensitive, but aggregate information about a large enough group is not. For example, to this end, statistical databases allow various kinds of aggregate queries, such as the sum of a number of records, but do not allow queries to individual records.
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Another privacy issue that arises in interactions between a client and a database server is that the client may not want a database server to know what information the client is querying, perhaps because the client wishes to avoid being subjected to targeted marketing or the queries can reveal important business information. At the same time, the server would like to ensure that the client does not learn information about the database beyond the output of its queries. Selective private function evaluation (SPFE), introduced by Canetti et al. [3] provides a solution to these issues. Specifically, it allows a client to interact with a database server to compute a function \( f \) of some of the items in the database, in such a way that the client does not learn anything else about the values in the database and the server does not learn which values were queried.

Applying SPFE to aggregate queries, one might hope that all privacy concerns would be addressed: the client can only make aggregate queries so does not learn individual items, the server does not learn what queries the client makes, and the client does not learn anything beyond the specified query results. However, even this is not sufficient to protect all privacy concerns, as multiple queries may be combined to reveal other information about the data. For example, if a client first queries the sum of entries 1 through 10 in the database, and next queries the sum of entries 2 through 10, she can then subtract the two to learn the value of entry 1. In the statistical database literature, this kind of privacy violation is usually avoided through inference control mechanisms [1]. The database administrator has an inference control rule that determines whether a given query is to be allowed or denied based on the query, the history of previous queries, and possibly the database values themselves. For example, in the case of the two SUM queries just discussed, inference control could disallow the second query based on its large intersection with the first query. However, these inference control methods cannot be directly applied to SPFE because they require the server to know the indices being queried.

Note that SPFE can be thought of as an extension to symmetric private information retrieval (SPIR) [11]. SPIR allows a client to query individual database elements such that the client learns nothing else about the database and the server does not learn which value is being queried. Thus, SPIR can be thought of as SPFE in which the function is the identity function with a single input. Woodruff and Staddon [17] introduced private inference control (PIC) to enable inference control for single database element retrievals. That is, their solutions provide SPIR protocols that ensure that the client only learns query results for queries that pass a specified inference control rule while still maintaining the other privacy requirements of SPIR.

In this paper, we introduce private inference control to statistical databases, which applies inference control policies to aggregate queries in a privacy-preserving manner. In our work, a client wants to interact with a database server to compute an aggregate query represented by a function \( f \) applied to some of the items in the database. These queries are subject to an inference control rule that determines whether a given query is allowed. The client performs a sequence of such queries. For each query, the client learns the value of the function for that query if and only if the query passes the inference control rule. The server learns nothing about the queries, and the client learns nothing other than the value of the function.

### 1.1 Related Work

The problem of inference control has been widely studied in regular databases, statistical databases, and even in database systems supporting multilevel security [1, 9, 4, 7, 16]. Statistical databases are particularly vulnerable to these kinds of attacks. Adam and Worthmann provide a nice summary of inference control for statistical databases [1]. Inference control techniques in statistical
databases include mechanisms such as controlling query overlap, restricting the query size, and data perturbation [1]. Our work uses inference control rules based on controlling query overlap.

Until the recent work of Woodruff and Staddon [17], previous work on inference control assumed the database server knew what queries were being made and retained this information to use in deciding whether to allow future queries. As described above, our work generalizes Woodruff and Staddon’s notion of private inference control from applying to queries of individual elements to applying to aggregate queries. To distinguish our work from theirs, we refer to our solutions as aggregate private inference control protocols (APIC).

Aiello et al. [2] introduced priced oblivious transfer in the context of selling digital goods. Their work addresses certain kinds of inference control, but not in a general context as in [17]. Kenthapadi et al. [12] note that in some cases, the fact of whether a query is allowed or disallowed can itself leak information. To avoid this, they define the notion of simulatable auditing, in which query denials provably do not leak information. However, in this work the queries are seen by the server and hence the client’s privacy is not met. The inference control rules used in our paper are dependent only on the query pattern, not on the query results, and therefore meet the requirements of being simulatable and leak-free.

1.2 Our Contributions

In this paper, we present private inference control techniques for database queries over multiple elements. Our contributions can be summarized as follows:

- We present a private inference control protocol for aggregate queries. The server holds a database $x = x_1, \ldots, x_n$ and the client queries the database to compute the function $f(x_{i_1}, \ldots, x_{i_k})$. At the end of the protocol, the client receives $f(x_{i_1}, \ldots, x_{i_k})$ if the query $(i_1, \ldots, i_k)$ passes the inference control rule. Otherwise, the client receives an arbitrary value. In any case, the server learns nothing about the queries themselves, including whether the query was allowed or disallowed. (Section 3.1).

- We present an alternate protocol that is more efficient for the case that the queries involve more indices, but there are fewer queries. (Section 3.2).

- We also present an APIC protocol that is efficient when there are more queries (Section 3.3).

- We present solutions both for a very strict inference control rule and for a more realistic relaxed version. (Section 4.1).

- In addition to the generic protocol that applies to any arbitrary function $f$, we present simpler protocols for two of the most basic types of aggregate query: the SUM function and the COUNT function. (Section 4.2).

- We present an APIC protocol for a distributed database that is horizontally partitioned between two servers. (Section 4.3).

2 Preliminaries

In this section, we define our model for aggregate private inference control. In Section 2.2, we introduce some needed cryptographic primitives. We also provide brief reviews in Appendices A and B of SPFE and of Woodruff and Staddon’s PIC protocols.
2.1 Our Model

In our setting, a server holds the database \( x = x_1, \ldots, x_n \) and the client queries the database. Each query is specified by a set of indices \( I = (i_1, \ldots, i_k) \); the client wishes to compute the function \( f(x_{i_1}, \ldots, x_{i_k}) \), which we also denote by \( f(x_I) \). For the sake of simplicity, we assume every query has \( k \) indices; our solutions can be modified to work with different numbers of indices for different queries. We assume both parties know the function \( f \); it is possible to avoid the server knowing \( f \) by using a universal circuit. We also assume \( k \) is known to both parties. The server should not learn anything about the client’s queries. The client should learn no more than the output of the function evaluated at the indices chosen by it, and it should only learn this output if client’s queries pass the inference control rule. Furthermore, the server should not learn whether a client’s query has passed the inference control rule or not. In all cases, these requirements take the form of semantic security, so no partial information beyond the specified outputs should be revealed. Specifically, our private inference control protocol should satisfy the following requirements, defined relative to a specified inference control rule.

**Correctness.** When the client and the server follow the protocol, the client obtains \( f(x_I) \) if \( I \) satisfies the inference control rule.

**Client Privacy.** The server should not learn anything about the client’s queries, including whether or not each passes the inference control rule. Formally, there exists a simulator that produces an output distribution which is computationally indistinguishable from the server’s view.

**Server Privacy.** The server’s privacy includes two concepts:

- **Database Privacy:** For each query \( I \) that passes the inference control rule, the client learns only \( f(x_I) \) and nothing else.
- **Private Inference Control:** For each query \( I \) that does not pass the inference control rule, the client receives an arbitrary value\(^1\).

We note that these requirements imply that the server must apply the inference control rule on the queries without actually knowing the client’s queries or learning whether each query passes.

**Inference Control Rule.** The first inference control rule we consider (in Section 3) requires that when the client makes multiple queries, the set of input indices in the current query should not intersect with any of the input indices of previous queries.

The following example demonstrates the privacy need for such a requirement. If \( f \) is the weighted sum function and the client repeats the same query with different weights \( k \), then the client can solve the system of equations to obtain \( x_I \). Because this rule is overly restrictive, we also consider a relaxed version of this inference control rule which requires that the cardinality of the intersection of the queries be less than some threshold value \( t \). We describe the solution to the relaxed inference control rule in Section 4.1. We assume in Section 3 that all the indices in the client’s query are distinct (in the sense that, if they are not, the privacy guarantee may not be met). We also assume that the client’s query indices for each query are valid and distinct. (This

\(^1\)We note that if the inference control rule is public and dependent only on the indices of all the queries, then the client knows which queries are allowed and disallowed, and therefore can avoid ever confusing an arbitrary value with a real response.
last property can, for example, be proved to the server by the client using a zero knowledge proof for each query. It is still open if there is a more efficient way to handle this.)

2.2 Cryptographic Primitives

**Homomorphic Encryption.** Homomorphic encryption schemes allow certain computations on encrypted values. In particular, an encryption scheme is *additively homomorphic* if there is some operation $\otimes$ on encryptions such that for all cleartext values $a$ and $b$, $E(a) \otimes E(b) = E(a + b)$. Our solutions make use of a semantically secure additively homomorphic encryption scheme. Examples, under suitable cryptographic hardness assumptions, include the Paillier encryption scheme [15] and the Dammgard-Jurik generalizations of it [6].

**Symmetric Private Information Retrieval.** Private information retrieval (PIR) [5] is a primitive that allows the user to retrieve a bit $x_i$ from the server which holds the database which is an array $x_1, \ldots, x_n$ of $n$ bits without revealing anything about $i$ to the server. PIR schemes address only the privacy of the client and not the privacy of the database. Symmetric private information retrieval (SPIR) [11] provides privacy to both the client and the server, in that the server does not learn anything about which database index was queried and the client does not learn anything about the database beyond the query result. In our paper, we use a generalized version of SPIR in which $k$ items are retrieved from a database of $n$ items where each item is of length $\ell$ bits. This can be naively achieved by $k\ell$ invocations of SPIR that involves a communication of $k\ell \cdot \text{polylog}(n)$ bits. However more efficient implementations are also possible [14].

**Secure Multiparty Computation.** Secure multiparty computation (SMC) [18, 3] is a cryptographic primitive in which $n$ players $P_1, P_2, \ldots, P_n$ who hold secrets $x_1, \ldots, x_n$, respectively, wish to evaluate a function $f(x_1, \ldots, x_n)$ without divulging any information about their inputs to any other party. At the end of the protocol, they each learn nothing other than what could have been learned had a trusted third party used. In most solutions, the communication complexity is at least linear in size of the circuit, which is usually high for most practical functions. In our paper, we use SMC protocol for inputs of smaller size.

**Non-malleable Encryption.** Non-malleable encryption schemes [8] are semantically secure encryption schemes with the additional property that given a ciphertext it is impossible to create another ciphertext different from the given one such that the two corresponding plaintexts are related.

3 Private Inference Control for Aggregate Queries

In this section, we present protocols that enforce inference control while processing queries for statistical information in databases. We assume that each query involves $k$ indices, all of which are distinct. (This could be enforced rather than assumed, at an additional cost of efficiency.) The protocols in this section enforce the following inference control rule on each of the client’s queries: the set of indices in the current query should not intersect with any of the sets of indices used in previous queries. Because this rule can be overly restrictive, we also provide a solution for a more relaxed inference control rule in Section 4.1. We denote by $f$ a function (such as the sum or
average) that the client wants to evaluate in his query.

As mentioned in Section 2, we make use of general secure multiparty computation as part of our solution. In particular, we make use in this section of secure multiparty computation to compute $f$ itself. In this setting, especially when $k \ll n$, this can be done efficiently using the protocols of [3]. The APIC protocols presented in this section have four phases:

1. **Query generation phase:** In this phase, the client sends his query to the server. Since he does not want the server to know the indices in the query, they are sent in a “masked” form.

2. **Inference control phase:** In this phase, the server chooses a secret value $V$ and masks it in such a way that the client can retrieve $V$ if and only if the query satisfies the inference control rule.

3. **Query processing phase:** This has two sub-phases, namely
   - **Input selection phase:** The client and the server obtain a simple secret-sharing of $x_I$.
   - **Secure multiparty computation phase:** The client and the server use their shares of the input computed in the input selection phase along with the secret value $V$ chosen by the server to compute the function $g(x_I, V) = f(x_I) + V$. This is done using the secure multiparty protocol given in [3]. The client receives the value of the function $g(x_I, V)$ and the server receives no output.

   This phase is similar to the SPFE solution presented in [3], with the added feature of private inference control.

4. **Answer construction phase:** The client computes $V$, and hence $f(x_I)$. The client can compute the secret value $V$ if and only if the query passes the inference control rule. The server does not learn whether the client’s query has passed or failed the inference control rule.

The structure of the protocol is to first determine whether the client’s query passes the inference control rule, and then to process the query. Given that the server does not know the client’s queries, a naive way of doing this would allow a cheating client to use one query to pass the inference control rule but a different (and possibly disallowed) query to retrieve values from the database. To avoid this, our protocol ensures that in such a situation, at the end of the input selection phase, the shares obtained by the client and the server do not add up to $x_I$, but instead to an arbitrary vector that is independent of the contents of database and unknown to the client. Hence, in this case, the output of the client in the second phase is $f(r_I)$ for some arbitrary $r_I$. (As previously noted, the client already knows if the inference control rule is not satisfied, so an honest client that does not try to circumvent the inference control rule need never receive an incorrect value.) This is achieved by the server using the masked form of the client’s queries in both the inference control phase and in the query processing phase. We present three different APIC protocols in Sections 3.1, 3.2 and 3.3. We present a comparison between the costs of the three protocols in Section 3.4.

### 3.1 The First Protocol

In our solution, which is shown in full in Figure 1, the client and the server agree on a homomorphic encryption scheme. At the beginning of the protocol, the client chooses a public/secret key pair for the chosen encryption scheme and sends the public key to the server.

In the query generation phase the client sends the encryption of the indices of each of his queries along with a zero-knowledge proof of knowledge that the ciphertexts are well formed. In
the inference control phase, the client uses the information obtained during the query generation phase along with the homomorphic property of the encryption scheme to encrypt a secret value \( V \) such that the client can compute the secret value \( V \) if and only if the query passes the inference control rule. In the query processing phase, our solution makes use of homomorphic encryption to perform oblivious polynomial evaluation (similar techniques were used in [3, 10]). This allows the client and server to evaluate certain polynomials in a shared way while keeping certain information private.

**Theorem 1** The protocol in Figure 1 is a private inference control protocol for aggregate queries.

**Proof:** We assume the semantic security of the homomorphic encryption scheme.

**Correctness.** When the client and the server follow the protocol, an honest client obtains \( f(x_I) + V \) where \( V \) is the secret key. If the query \( I \) passes the inference control rule then the client retrieves the secret key and computes \( f(x_I) \) the desired output.

**Client Privacy.** In our protocol, the server \((S)\) is assumed to be honest-but-curious. The server’s view includes the encryptions sent by the client \((C)\), the SPIR, and the SPFE interactions with the client. Assuming that the homomorphic encryption scheme used in the protocol is semantically secure, the client’s privacy of the protocol depends on the privacy of SPIR and SPFE. Let \( M_1 \) denote a simulator for SPIR and \( M_2 \) denote a simulator for SPFE [3]. Since we have assumed that the server is honest-but-curious, the input to the simulator is fixed at the beginning of the protocol. The server gets no output at the end of the protocol. Hence, the view of the server in the APIC protocol is the concatenation of the outputs of \( M_1 \) and \( M_2 \).

**Inference Control.** As a privacy criterion, we compare this protocol with one that uses a trusted third party to perform the computation. For every client \( C \) in the real model, there exists a client \( C^* \) in the ideal model (one with the trusted third party (TTP)) such that the view of \( C \) is indistinguishable from the view of \( C^* \). We describe \( C^* \)’s simulation on \( j \)th query.

A simulator for SPIR, when given the code of \( C \) extracts the indices \( i_1, \ldots, i_k \). \( C^* \) takes as its input the code of \( C \) and uses the knowledge extractor of the zero-knowledge proof of knowledge to obtain \((i_1', \ldots, i_k')\). If the two sets of indices \((i_1, \ldots, i_k)\) and \((i_1', \ldots, i_k')\) are not the same then \( C^* \) chooses random values \( r_1, \ldots, r_k \) and gives \( E(r_1), \ldots, E(r_k) \) to \( C \). If they are the same then as a result of of SPIR simulation, \( C^* \) gives \( C, (E(x_{i_1} + P(x_{i_1})), \ldots, E(x_{i_1} + P(x_{i_1}))) \). \( C^* \) runs through the inference control phase and the rest of the input selection phase as a honest server. If \((i_1', \ldots, i_k')\) satisfies the inference control rule, \( C^* \) requests the TTP to provide \( f(x_{i_1}, \ldots, x_{i_k}) \) and gives \( C, f(x_{i_1}, \ldots, x_{i_k}) + V \) as the output of the SMC.

If a malicious client uses one set of indices for inference control and another set for SPIR then the encryptions obtained by \( C^* \) are encryptions of random values which is also the case in the actual execution. If the inference control rule is not satisfied \( C^* \)’s output is a random value which is also the case in actual execution. In the case where the inference control rule is satisfied, the encryptions received by \( C^* \) from \( C \) is indistinguishable from the ones received by \( C^* \) in the actual execution because of the semantic security of the encryption scheme. Hence, the view of \( C^* \) interacting with a TTP and the view of the \( C \) interacting with a honest server are indistinguishable.

Since our protocol has two phases (the input selection phase and the secure multiparty computation phase), a malicious client can change its share of \( x_I \) before passing them as inputs into
For inference control rule

Server $S$’s Input: Database $D = (x_1, \ldots, x_n)$

Client $C$’s Input: Queries $Q_j = (i_{j1}, \ldots, i_{jk})$, for $j = 1, 2, \ldots$

Client $C$’s Output: For each query $Q_j$, the client obtains the value of $f(x_I)$ where $x_I = (x_{i_{j1}}, \ldots, x_{ijk})$ iff $I$ passes the inference control rule.

Inference control rule: If $Q_I$ is the current query and $Q_1, \ldots, Q_{I-1}$ are the previous queries, then $Q_I$ is allowed if $Q_I \cap Q_1, \ldots, Q_I \cap Q_{I-1}$ are empty.

- For $Q_1$, $C$ chooses a key pair $(pk, sk)$, and sends $pk$ to the server.
- For $j \geq 1$,

1. Query generation:
   (a) For query $Q_j = (i_{j1}, \ldots, i_{jk})$, $C$ sends the following encrypted values to $S$.

\[
\begin{pmatrix}
E(i_{j1}) & \ldots & E(i_{jk}^{k-1}) \\
\vdots & & \vdots \\
E(i_{jk}) & \ldots & E(i_{jk}^{k-1})
\end{pmatrix}
\]

(b) $C$ gives a zero-knowledge proof that the ciphertexts in Step 2a is well formed.

2. Inference control:
   (a) $S$ chooses secret values $V_1, \ldots, V_{j-1}$. (For $Q_1$, $S$ sets the secret values as zeros and skips the rest of the inference control steps) For each $1 \leq \ell \leq j$, $S$ generates $k^2$ random shares \{y_{m1}^{(\ell)}, \ldots, y_{mk}^{(\ell)}\}, 1 \leq m \leq k$ that add up to $V_\ell$.
   (b) For $C$ to learn $V_\ell$, for $1 \leq \ell \leq j-1$ if and only if the query passes the inference control rule, $S$ sends the following $(j-1)k^2$ values to $C$:

\[
\begin{pmatrix}
E((i_{j1} - i_{\ell1})y_{11}^{(\ell)}) & \ldots & E((i_{j1} - i_{\ell k})y_{k1}^{(\ell)}) \\
\vdots & & \vdots \\
E((i_{jk} - i_{\ell1})y_{11}^{(\ell)}) & \ldots & E((i_{jk} - i_{\ell k})y_{k1}^{(\ell)})
\end{pmatrix}
\]

(c) $C$ decrypts all the $(j-1)k^2$ $y$’s to obtain the secret $V_1, \ldots, V_{j-1}$. ($C$ obtains the correct $V$’s if and only if the inference control rule is satisfied and the client followed the protocol; otherwise the values do not sum to $V_\ell$.)

3. Query processing:
   (a) Input selection:
   1. $S$ chooses a random polynomial $P(u) = s_0 + s_1 u + \ldots + s_{k-1} u^{k-1}$. For $1 \leq m \leq k$, $S$ constructs a masked database $E(x_p + P(p) + r_{mp}(p-i_{jm}))$ for $1 \leq p \leq n$, where the $r_{mp}$’s are random.
   2. For each $1 \leq m \leq k$, $C$ and $S$ engage in SPIR and client retrieves $E(x_{ijm} + P(i_{jm}))$.
   3. $C$ decrypts and obtains $z_{ijm} = x_{ijm} + P(i_{jm})$, for $1 \leq m \leq k$.
   4. $C$ and $S$ engage in a secure computation to compute shares of $x_{ijm}$, for $1 \leq m \leq k$, as follows:

   - $S$ picks up $k$ random elements $q_1, \ldots, q_k$ and computes $E(P(i_{j1}) - q_1), \ldots, E(P(i_{jk}) - q_k)$ and sends them to $C$.
   - $C$ decrypts and obtains $(P(i_{j1}) - q_1), \ldots, (P(i_{jk}) - q_k)$
   - $C$’s shares are $a_{i1} = z_{i1} - (P(i_{j1}) - q_1), \ldots, a_{ik} = z_{ik} - (P(i_{jk}) - q_k)$
   - $S$’s shares are $b_{i1} = -q_1, \ldots, b_{ik} = -q_k$. $C$ and $S$’s shares add up to $x_{ijm}$, for $1 \leq m \leq k$.

   (b) Secure multiparty computation: $C$ and $S$ use secure multiparty computation in order for $C$ to learn the output of the function $g(x_I, V_1, \ldots, V_{j-1}) = f(x_I) + V_1 + \ldots + V_{j-1}$. The server receives no output.

4. Answer construction: The client can recover $f(x_I)$ if and only if he can compute all the secret values.

Figure 1: Private Inference Control Protocol for Aggregate Queries
the multiparty computation stage \cite{3}. In this case, the client ends up computing \(f(x_I + \delta)\) rather than computing \(f(x_I)\). This does not violate inference control, since the client does not know the entries in the database, and does not know what \(f(x_I + \delta)\) corresponds to in terms of entries in the database. Hence, our protocol has weak security against a malicious client \cite{3}.

\begin{flushright}
\Box
\end{flushright}

**COMMUNICATION AND COMPUTATIONAL COMPLEXITY.** We discuss in this section the cost of the \(j\)th query \(Q_j\). Let \(w\) denote the maximum number of bits needed to represent an encryption. In the query generation phase, the client transmits \(O(wk^2)\) bits. In the inference control phase, the server transmits \(O(wjk^2)\) bits. In the query processing phase, the communication cost is dominated by the \(k\) executions of SPIR and the cost of one execution of SMC. The total communication cost of one query is \(O(wjk^2) + kw \cdot \text{polylog}(n) + \text{cost of SMC}\). This protocol requires 1.5 rounds + round complexity of SMC. (1.5 rounds = message sent by client + one round of the SPIR protocol. The message sent by the server can go in parallel with SPIR.)

Determining the computation complexity involves counting the number of encryptions, decryptions, and exponentiations. The server performs \(O(nk)\) encryptions while masking the database and \(O(jk^2)\) encryptions for the inference control rule. The client performs \(O(k^2)\) encryptions and \(O(jk^2)\) decryptions. The encryptions of the polynomial evaluations in query processing stage involve \(O(k)\) exponentiations when done naively, but this overhead can be reduced using Horner’s method \cite{13}. The polynomial evaluation happens only once and hence the total number of exponentiations required is \(O(nk + jk^2)\). \(\blacksquare\)

### 3.2 The Second Protocol

The private inference control protocol for aggregate queries presented in Section 3.1 is efficient for moderate sized databases and when the length \(k\) of each query is small. For large \(k\) and large \(n\), however, the protocol is inefficient because it requires encrypting the database \(k\) times for each query. In this section, we present a modified solution which avoids encrypting the database \(k\) times.

In this solution, which is shown in full in Figure 2, the client and the server agree on a homomorphic encryption scheme \(E\). At the beginning of the protocol, the client chooses a public/secret key pair for the chosen encryption scheme and sends the public key to the server. The server chooses a seed \(s\) to a pseudo-random function \(h\). This function \(h\) is used to mask the database.

The query generation phase uses secure circuit evaluation \cite{18}. It evaluates a circuit which receives as input from the client the indices \(i_1, \ldots, i_k\) of the current query. The server’s input to the circuit is the seed \(s\) and the public key \(pk\). The circuit computes random shares of \(\{h(s, i_1), \ldots, h(s, i_k)\}\). It outputs the client’s share, \(\{h^C(s, i_1), \ldots, h^C(s, i_k)\}\), to the client, and the server’s share, \(\{h^S(s, i_1), \ldots, h^S(s, i_k)\}\), to the server. The circuit also computes and sends to the server the values \(\{E(i_1), \ldots, E(i_k)\}\).

In the query processing phase the server constructs a masked database \(D’\) by setting the \(i\)th entry to be \(x_i \oplus h(s, i)\). The client and the server engage in SPIR on \(D’\) to obtain \(x_{i_\ell} \oplus h(s, i_\ell)\), for \(1 \leq \ell \leq k\). The client and the server engage in SMC with the client’s input as \(x_{i_\ell} \oplus h(s, i_\ell) \oplus h^C(s, i_\ell)\) and the server’s input as \(h^S(s, i_\ell)\), for \(1 \leq \ell \leq k\) and a vector of secret values. The inference control phase and the answer construction phase are the same as in Section 3.1. The proof of the following theorem is similar to the proof of Theorem 1.

**Theorem 2** The protocol in Figure 2 is a private inference control protocol for aggregate queries.
Communication and Computational Complexity. The communication complexity of the circuit is $\text{poly}(k \log(n))$. In the inference control phase the server transmits $O(wj^2k)$ bits. In the query processing phase the communication cost is dominated by the cost of one execution of SPIR and the cost of one execution of SMC. The total communication cost of one query is $O(wj^2k) + \text{cost of SPIR} + \text{cost of SMC}$. Here the SPIR protocol takes place on a set of $n$ records each of length $w$ to retrieve $k$ items and its communication complexity is $kw \cdot \text{polylog}(n)$.

The server performs $O(j^2k)$ encryptions for the inference control rule. The server’s work is linear in the size of the database. (Note that the server masks the database using the XOR operation once rather than encrypting the database $k$ time as in the protocol presented in Section 3.1.) The client performs $O(k^2)$ encryptions and $O(j^2k)$ decryptions.

3.3 The Third Protocol

The communication complexity of the APIC protocols presented in Sections 3.1 and 3.2 depend on the number of past queries made by the client. So the communication overhead in the inference control phase increases linearly in terms of the number of queries made by the client. In this section, we present an APIC protocol that keeps the communication cost of the inference control phase low even as the number of queries increases. A comparison of the costs between all the three approaches is provided in Section 3.4. This solution is an extension to the protocol presented in Section 7 of [17]. For consistency we use the same notation as in [17].

In this protocol, the query generation and inference control phases are combined into one phase. The phase uses secure circuit evaluation protocol [18] to evaluate a circuit which we will now describe. We use a balanced binary tree that has $n$ leaves associated with the elements \{\(x_1, \ldots, x_n\)\} of the database. We denote the leaves by $i$ where $i \in \{1, 2, \ldots, n\}$. Let $\alpha$ denotes the root of the binary tree. Each node of the tree is associated with a key $K(w, z)$ whose computation we will describe shortly. Here $w$ represents the node, and $z$ an integer value. For a leaf node, $z$ takes the value 0 if the corresponding value has never been accessed in any query, and 1 otherwise. In the case of an internal node, $z$ denotes the number of times the leaves in the subtree rooted at $w$ have been accessed in past queries.

Let $E$ denote a non-malleable symmetric key encryption scheme [8]. Let $sk$ denote the secret key of the encryption scheme chosen and known only to the server. We compute $K(w, z)$ as the encryption $E_{sk}(w, z)$. For any internal node $w$ along with its children, we say the keys $K(w, z)$ and \{\(K(v, m_v)\mid v \in \text{children}(w)\)\} are sum-consistent if $z = \sum_{v \in \text{children}(w)} m_v$. When the client issues a query \{\(i_1, \ldots, i_k\)\}, he inputs the set of keys

$$\pi = \bigcup_{\ell=1}^{k} \{K(w, m_w)\mid w \in \text{sibanc}(i_{\ell})\}$$

to the circuit where

$$\text{sibanc}(w) = \text{anc}(w) \cup \{u\mid \exists v \in \text{anc}(w) \text{ and } u = \text{sib}(v)\},$$

$sib(v)$ denotes the siblings of $v$ and $\text{anc}(v)$ denotes the ancestors of $v$.

A malicious user may try to use $K(w, z)$ instead of $K(w, m_w)$ for some integer $z \neq m_w$. We maintain the invariant that when a malicious client replaces $K(w, z)$ for $K(w, m_w)$ then $z < m_w$. (For further discussion, see [17].) The server inputs a seed $s$ to a pseudo-random function $h$ and a key $sk$ to the encryption scheme $E$. The circuit checks whether $\pi$ satisfies the following properties
<table>
<thead>
<tr>
<th>Server $S$’s Input:</th>
<th>Database $D = (x_1, \ldots, x_n)$ and a seed $s$ to a pseudo-random function $h$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Client $C$’s Input:</td>
<td>Queries $Q_j = (i_{j1}, \ldots, i_{jk})$, for $j = 1, 2, \ldots$.</td>
</tr>
<tr>
<td>Client $C$’s Output:</td>
<td>For each query $Q_j$, the client obtains the value of $f(x_I)$ where $x_I = (x_{i_{j1}}, \ldots, x_{i_{jk}})$ iff $I$ passes the inference control rule.</td>
</tr>
<tr>
<td>Inference control rule:</td>
<td>If $Q_t$ is the current query and $Q_1, \ldots, Q_{t-1}$ are the previous queries, then $Q_t$ is allowed if $Q_t \cap Q_1, \ldots, Q_t \cap Q_{t-1}$ are empty.</td>
</tr>
</tbody>
</table>

- For $Q_1$, $C$ chooses a key pair $(pk, sk)$, and sends $pk$ to the server.
- For $j \geq 1$,
  1. **Query Generator**: Let $C$ denote a secure circuit as described in Section 3.2. $C$ inputs the query indices of $Q_j$ and the $S$ inputs the seed $s$ and the public key $pk$ into the circuit. The circuit outputs $hC(s, i_{j1}), \ldots, hC(s, i_{jk})$ to $C$. The circuit outputs $hS(s, i_{j1}), \ldots, hS(s, i_{jk})$ and $E(i_{j1}), \ldots, E(i_{jk})$ to $S$.
  2. **Inference Control**
     (a) $S$ chooses secret values $V_1, \ldots, V_{j-1}$. (For $Q_1$, $S$ sets the secret values as zeros and skips the rest of the inference control steps) For each $1 \leq \ell \leq j$, $S$ generates $k^2$ random shares $\{y_{m1}^{(\ell)}, \ldots, y_{mk}^{(\ell)}\}$, $1 \leq m \leq k$, that add up to $V_{\ell}$.  
     (b) For $C$ to learn $V_t$ if and only if the query passes the inference control rule, $S$ sends the following $(j-1)k^2$ values to $C$:
  $$ \begin{pmatrix}
  E((i_{j1} - i_{t1})y_{11}^{(\ell)}) & \ldots & E((i_{j1} - i_{tk})y_{1k}^{(\ell)}) \\
  \vdots & & \vdots \\
  E((i_{jk} - i_{t1})y_{k1}^{(\ell)}) & \ldots & E((i_{jk} - i_{tk})y_{kk}^{(\ell)})
  \end{pmatrix} $$
  for $1 \leq \ell \leq j - 1$.
     (c) $C$ decrypts all the $(j-1)k^2$ $y$’s to obtain the secret $V_1, \ldots, V_{(j-1)}$. ($C$ obtains the correct $V$’s if and only if the inference control rule is satisfied and the client followed the protocol; otherwise the values do not sum to $V_t$.)
  3. **Query Processing**
     (a) **Input Selection Phase**:
        i. $S$ constructs a masked database $D'$ whose $ith$ entry is $x_i \oplus h(s, i)$.
        ii. For each $1 \leq m \leq k$, $C$ and $S$ engage in SPIR and client retrieves $x_{i_{jm}} \oplus h(s, i_{jm})$ 
        iii. $C$ computes his share of input as $x_{i_{jm}} \oplus h(s, i_{jm}) \oplus hC(s, i_{jm})$ for $1 \leq m \leq k$. $S$’s shares are $hS(s, i_{jm})$ for $1 \leq m \leq k$.
     (b) **Secure Multiparty Computation Phase** $C$ and $S$ use secure multiparty computation in order for $C$ to learn the output of the function $g(x_I, V_1, \ldots, V_{(j-1)}) = f(x_I) + V_1 + \ldots + V_{(j-1)}$. The server receives no output.
  4. **Answer Construction Phase**: The client can recover $f(x_I)$ if and only if he can compute all the secret values which he can do only if his queries satisfy the inference control rule and the client follows the protocol. Otherwise the client obtains an arbitrary value.

Figure 2: Aggregate Private Inference Control Protocol: A Second Approach
For each internal node $w \in \text{anc}(i_\ell)$, $K(w, m_w)$ and $\{K(v, m_v) | v \in \text{children}(w)\}$ are sum-consistent, for $1 \leq \ell \leq k$.

- $m_\alpha = jk$
- $K(i_\ell, 0) \in \pi$, for $1 \leq \ell \leq k$. (Inference control rule)

If $\pi$ satisfies these properties, then the circuit computes random shares of $\{h(s, i_1), \ldots, h(s, i_k)\}$ and outputs to the client and the server. If not, the circuit sends random values to the client and the server. The client also receives the updated keys $\{K(w, m_w+1) | K(w, m_w) \in \pi\}$. The query processing and answer construction phase are the same as in Section 3.2.

Suppose a malicious client wants to query $\{x_{i_1}, \ldots, x_{i_k}\}$ for which some $x_{i_\ell}$ was a part of one of the previous queries thus violating the inference control rule. This requires changing some of the keys $K(w, m_w)$ in $\pi$ to $K(w, z)$ for $m_w \neq z$. By the invariance, $z < m_w$ and hence the first two properties mentioned above cannot hold simultaneously.

In [17], for reject queries the client sends an integer $P$ to the circuit. When the client is honest, $P$ will be of the form $E_{sk}(\text{reject}, z)$. When $\pi$ does not satisfy the inference control rule the circuit outputs $E_{sk}(\text{reject}, z+1)$ to the client. The server gets no output maintaining user privacy. In our case, the circuit outputs both to the client and the server. When the client’s query does not pass the inference control test the circuit outputs random values to both the client and the server so that the server does not know whether the client’s query has passed or failed. The client and the server may involve in the query processing phase but at the end of the protocol the client receives only an arbitrary value. The proof of the following theorem is similar to the one in Section 7 of [17]. We do not provide the details here.

**Theorem 3** The protocol described in Section 3.3 is a private inference control protocol for aggregate queries.

**Communication and Computational Complexity.** The communication complexity of the secure circuit evaluation protocol that tests the inference control rule is $\text{poly}(k \log(n))$. The overall communication complexity is $\text{poly}(k \log(n)) + \text{cost of SPIR} + \text{cost of SMC}$. Here the SPIR protocol takes place on a set of $n$ records each of length $w$ to retrieve $k$ elements and its communication complexity is $kw \cdot \text{polylog}(n)$. The computational complexity is $O(n)$. Both the circuit evaluation and the SPIR takes one round and they can run in parallel. This protocol requires one round more than the round complexity of SMC.

### 3.4 A Comparison

The second and the third APIC protocols presented in Sections 3.2 and 3.3 use a secure circuit-evaluation protocol for query generation. (The third APIC protocol combines the query generation and inference control phases into one phase.) The first protocol given in Section 3.1 avoids the expensive circuit evaluation for the query generation and inference control phases. However, this involves encrypting the database $k$ times in the query processing phase which may be expensive for large databases and for large values of $k$. (Recall $k$ is the query size.) This protocol works well for moderate sized databases and when the query size is reasonably small.

On the other hand, the second and the third protocols avoid public key encryptions of the database and hence work well for large databases. But the price they pay is the use of a circuit for
the query generation and inference control phases. The query processing phase is the same for both of these protocols. The circuit size for both protocols are the same in terms of the $O$ notation given by $(\text{poly}(k \log n))$. But the input size for the first protocol is given by $O(k \log n)$ bits whereas the input size for the third protocol is $O(wk \log n)$, $w \geq \log(nq)$ where $q$ denotes the number of queries made. Since the number of OTs depend on the input size, the computational overhead (number of exponentiations) of the third protocol is higher than the second protocol. In the second protocol the number of bits transmitted by the server in the inference control phase increases linearly in terms of the number of queries made. So when a client makes fewer queries the second protocol is efficient. On the other hand, when a client makes a large number of queries, the third protocol is efficient in terms of communication complexity.

4 Extensions and Special Cases

In this section, we consider various extensions and special cases of the general case.

4.1 Relaxing the Inference Control Rule

In this section, we briefly show how to relax the strict requirement that client query indices should have an empty intersection.

Our inference control rule in Section 3 requires that when the client makes a query, the indices in the current query should not intersect with the indices of previous queries. Here, we consider a relaxed inference control rule: when a client makes a query, the cardinality of the intersection of the queries should be less than some threshold value $t$. Denote the first two queries are $I_1 = (i_1, \ldots, i_k)$ and $I_2 = (j_1, \ldots, j_k)$. We describe the protocol for the second query. It can be generalized for multiple queries.

We describe here the modified inference control phase for the protocols described in Sections 3.1 and 3.2. All the other phases remain the same. In the inference control phase for the second query, the server randomly generates $k^2$ shares $y_{11}, \ldots, y_{kk}$ forming a $(k^2 - t)$-out-of-$k^2$ sharing of $V$. The server sends the following $k^2$ values to the client:

$$
\begin{pmatrix}
E((j_1 - i_1)y_{11}) & \ldots & E((j_1 - i_k)y_{1k}) \\
E((j_2 - i_1)y_{21}) & \ldots & E((j_2 - i_k)y_{2k}) \\
& \vdots & \\
E((j_k - i_1)y_{k1}) & \ldots & E((j_k - i_k)y_{kk})
\end{pmatrix}
$$

If the cardinality of the intersection of the first and second queries is less than $t$ then the client can recover at least $k^2 - t$ of the $y$'s and hence reconstruct $V$. In the APIC protocol described in Section 3.3, the relaxed inference control rule can be easily incorporated since the inference control rule is built in the circuit.

4.2 Special Cases: SUM and COUNT

In this section, we present specialized protocols for the SUM and COUNT function with private inference control. The SUM and COUNT functions are very basic and important in data analysis and processing. The specialized protocols, presented in Sections 4.2.1 and 4.2.2, use the specific nature of the given function instead of using the generic solutions of Section 3 in order to obtain
simpler solutions that avoid the general circuit evaluation step. We again assume that all the client’s queries have $k$ indices and all the indices in each query are distinct. The inference control rule and the privacy criterion are the same as explained in Section 2. Similar to the solution of Section 3, the protocols presented in this section ensure that the client does not use one set of indices to pass the inference control rule and another set of indices to engage the server in SPIR to extract values from the database. We present the modification required for the protocol described in Section 3.1. A similar modification can be done for the protocols described in Sections 3.2 and 3.3.

4.2.1 The Sum Function

We present a protocol for computing the sum of a selected subset of the database. $C$ has a set of indices $I = (i_1, \ldots, i_k)$. $C$ learns $x_{i_1} + \ldots + x_{i_k}$ if the inference control rule is passed and the server learns nothing other than the size of the query.

We describe the modified query processing phase of the protocol described in Section 3.1. The other phases remain the same. $C$ and $S$ interact to perform a SPIR to obtain

$$y_{i_j} = x_{i_j} + P(i_j), 1 \leq \ell \leq k$$

$$y_{i_1} + \ldots + y_{i_k} = x_{i_1} + \ldots + x_{i_k} + P(i_1) + \ldots + P(i_k)$$

Therefore, if $C$ learns $P(i_1) + \ldots + P(i_k)$, then this implies that $C$ can learn $x_{i_1} + \ldots + x_{i_k}$. Note that

$$P(i_1) + \ldots + P(i_k) = c_0s_0 + c_1s_1 + \ldots + c_{k-1}s_{k-1}$$

where $c_0 = k$, $c_j = i_1^j + \ldots + i_k^j$ for $1 \leq j \leq k-1$, and these $c_j$’s are all known to $C$. $C$ sends the encryptions of $c_0, \ldots, c_{k-1}$ to $S$. $S$ chooses a secret value $V$ and computes $E(c_0s_0 + c_1s_1 + \ldots + c_{k-1}s_{k-1} + V) = E(P(i_1) + \ldots + P(i_k) + V)$ using the homomorphic property of the encryption scheme and sends it to $C$. If $C$ can compute $V$ (inference control rule is satisfied), then $C$ outputs $x_{i_1} + \ldots + x_{i_k}$.

4.2.2 Counting Frequencies

We present a protocol for counting the number of occurrences or the frequency of a keyword in a subset of the database. The keyword and the subset are chosen by the client. At the end of the protocol, the client gets the frequency of the keyword whereas the server gets no output. The server should not gain any knowledge about the query or about the keyword. The only information the server learns is the size of the query.

We describe the modified query processing phase of the protocol described in Section 3.1. The other phases remain the same. $C$ and $S$ carry out the input selection phase of Figure 1 to obtain an additive sharing of $x_I$. Let $a_I$ denote $C$’s share and $b_I$ denote $S$’s share. $C$ sends the $k$ encryptions $E(a_{i_j} - w)$ for $1 \leq j \leq k$ to $S$. $S$ computes $k$ encryptions $E(r_j(a_{i_j} + b_{i_j} - w) + V_j)$ for $1 \leq j \leq k$ where $r_j$’s and $V_j$’s are random values chosen by $S$. $S$ sends a random permutation of these $k$ encryptions to $C$ to prevent $C$ from learning the exact locations in which the matching has occurred. $S$ also sends $k^2$ encrypted values $E((i_q - i_j)y_{ij}^p)$, $k+1 \leq q \leq 2k$, $1 \leq j \leq k$ for each $1 \leq p \leq k$ where $V_j = y_{i_1}^j + \ldots + y_{i_k}^j$. $C$ can recover all $k$ secret values if and only if the query satisfies the inference control rule. The client decrypts all the $k$ encryptions subtracts the secret values and outputs the number of zeros.
4.3 Horizontally Partitioned Database

In this section, we present a protocol for generalized private inference control on a horizontally
partitioned database (i.e., one in which each database server holds only some of the elements). For
notational simplicity, we assume that the database \((x_1, \ldots, x_n)\) is shared between two servers \(S_1\)
and \(S_2\). (The generalization to more than two servers is immediate.) We assume that \(S_1\) has \(m\)
out of the total \(n\) records say \(x_{i_1}, \ldots, x_{i_m}\) and \(S_2\) has the remaining \(n - m\) records. The client
queries the servers to compute the function \(f(x_I)\) where \(I = (i_1, \ldots, i_k)\). The servers communicate
with each other, but should not need to share their actual data with each other. At the end of
the protocol, the client learns the value of the function \(f(x_I)\) if and only if the query passes the
inference control rule. The servers get no output. The servers learn nothing about the queries other
than the function \(f\) and the size of the query. The client learns nothing other than the value of the
function evaluated at \(x_I\). The client also should not know the shares of \(f(x_I)\) that came from the
respective servers.

To accomplish this, each server pads its partial database with zeroes for the indices it does not
own to obtain a database of \(n\) items.

1. **Query generation:** \(C\) sends the encrypted values described in the query generation phase
   of Figure 1 to \(S_1\), and \(S_1\) passes on this information to \(S_2\).

2. **Inference control:** \(C\) and \(S_1\) go through the inference control phase of Figure 1.

3. **Query processing:**
   - \(C\) carries out the input selection phase of Figure 1 with \(S_1\) to obtain an additive sharing
     of \(x_I\). We denote the resulting shares as \(a_I\) (client’s share) and \(b_I\) (\(S_1\)’s share). \(C\) carries
     out the input selection phase of Figure 1 with \(S_2\) to obtain an additive sharing of \(x_I\).
     We denote the resulting shares as \(c_I\) (client’s share) and \(d_I\) (\(S_2\)’s share).
   - the client and the two servers carry out the SMC protocol described in [3] with the inputs
     as \(a_I + c_I, (b_I, V),\) and \(d_I,\) respectively, where \(V\) is a vector of secret values chosen by
     \(S_1\). In this way, the client obtains the value of the function \(g(x_I, V) = f(x_I) + V\).

4. **Answer construction:** The client computes \(V\), and hence \(f(x_I)\). The client can compute
   the secret value \(V\) if and only if the query passes the inference control rule. The server does
   not learn whether the client’s query has passed or failed the inference control rule.

5 Conclusions

In this paper, we introduced private inference control for aggregate queries. This extends the notion
of private inference control for individual queries introduced by Woodruff and Staddon [17] to the
practical setting of aggregate and complex queries over multiple values. The need for inference
control is particularly important in the aggregate query setting because it may be possible to use
combined queries to extract individual elements from the database, thereby losing the privacy that
the restriction to aggregate queries is often used to provide.

It is open whether our solution in Section 3.1 can be improved to require only a single masked
version of the database, rather than \(k\) versions as it now does, in a way that does not have the
additional overhead per query that the solution of Section 3.2 does. (The straightforward way of
doing this would allow a client to use a different set of indices for passing the inference control than the indices of the resulting query, thereby bypassing the inference control step.) It also remains open to further extend private inference control additional inference control policies, as well as very efficient solutions for particular kinds of aggregate queries. Of particular interest are inference control policies that depend on the return values themselves, not only the indices of the inputs involved. In this case, for maximum privacy to be guaranteed, it would also be necessary to incorporate notions of simulatable auditing [12].

More generally, it would be extremely desirable to have private inference control for general keyword-based queries such as SQL provides (for example, allowing a query to return the average salary for all individuals in the database whose reside in a particular zip code). We are pursuing this as future research.
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A Selective Private Function Evaluation

Selective Private Function Evaluation (SPFE) was introduced by Canetti et al. [3] as a generalization of Symmetric Private Information Retrieval (SPIR) [5]. We give a brief review here. In the SPFE problem, a client interacts with one or more servers holding copies of a database $x = x_1, x_2, \ldots, x_n$ to compute $f(x_{i_1}, x_{i_2}, \ldots, x_{i_m})$ for some function $f$ and a set of indices $I = i_1, i_2, \ldots, i_m$ chosen by the client. A solution to the problem should satisfy the following privacy requirements:

1. Client Privacy. No adversary that involves using the collusion of up to $t$ servers learns anything about the client’s query beyond $f$ and $m$.
2. Database Privacy. The client learns only the value of \( f(x_I) \) and nothing else, even if it arbitrarily deviates from the protocol.

Canetti et al. present three sets of solutions for the SPFE problem.

1. Multi-server protocols based on multivariate polynomial evaluation.
2. Solutions based on private simultaneous message protocols.
3. Solutions based on general secure multiparty computation.

In our paper, we add private inference control to the third solution. A brief overview of the third solution follows.

The protocol is divided into two phases:

1. The input selection phase, where the server and the client obtain an additive secret sharing of the \( m \) chosen items \( x_I \). In other words, at the end of this phase, the client and the server respectively receive random elements \( a_I \) and \( b_I \) such that the random shares add up to \( x_I \).
2. The secure multiparty computation phase, where the client and the server invoke a secure MPC protocol to compute \( f(x_I) \) using their share of the input computed in the first phase.

B Private Inference Control

Private Inference Control (PIC) was introduced by Woodruff and Staddon [17] for individual queries. A PIC protocol enables the server to provide inference control without knowing the client’s queries. We review one of their solutions. The protocol considers a single honest-but-curious server and malicious users. They assume a “rectangular” database of the form

\[
\begin{pmatrix}
  x_{1,1} & \cdots & x_{1,m} \\
  \vdots \\
  x_{n,1} & \cdots & x_{n,m}
\end{pmatrix}
\]

Each query is of the form \((i_t, j_t)\), where \( 1 \leq i_t \leq m, 1 \leq j_t \leq n \).

A solution to this problem should satisfy the following security requirements:

1. Client Privacy. The server learns nothing about the client’s queries.
2. Server Privacy.
   (a) Database Privacy: For each query \((i_t, j_t)\), the client learns only \((x_{it}, y_{jt})\).
   (b) Private Inference Control: The client learns \((x_{it}, y_{jt})\) if and only if the query \((i_t, j_t)\) passes the inference control.

The protocol makes use of a homomorphic encryption scheme \(E\). The client sends the server encryptions of the query \((E(i_t), E(j_t))\). The server encrypts a secret \(S\) using the properties of the homomorphic encryption in such a way that the client can recover \(S\) only if the client’s query has passed the inference control.
Since the server does not know the client’s queries a malicious client can use one query to pass the inference control test but a different query to retrieve values from the database. The server handles this situation by choosing two random numbers $u_{i,j}$ and $v_{i,j}$ for each $x_{i,j}$, and constructs a “masked” database consisting of entries as follows:

$$E(u_{i,j}(j - j_t) + v_{i,j}(i - i_t) + V_t + x_{ij})_{i,j}.$$

The client then uses SPIR to retrieve the $(i_t, j_t)$ entry in the reconstructed database. This succeeds only if the index values used in SPIR match the index values provided in the query itself.